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Figure 1: News system with interactive recommendations. In our experiment, we varied how and when people could see up-

dates to the recommendations in response to their feedback actions on items. Here, people can preview the update that will

be made to the recommendations by hovering over the “like” button before committing to actually clicking the button. The

left panel also demonstrates the condition where differences to the person’s previous recommendations are visible.

ABSTRACT

Many interactive online systems, such as social media platforms or
news sites, provide personalized experiences through recommenda-
tions or news feed customization based on people’s feedback and
engagement on individual items (e.g., liking items). In this paper,
we investigate how we can support a greater degree of user control
in such systems by changing the way the system allows people to
gauge the consequences of their feedback actions. To this end, we
consider two important aspects of how the system responds to feed-
back actions: (i) immediacy, i.e., how quickly the system responds
with an update, and (ii) visibility, i.e., whether or not changes will
get highlighted. We used both an in-lab qualitative study and a
large-scale crowd-sourced study to examine the impact of these
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factors on people’s reported preferences and observed behavioral
metrics. We demonstrate that UX design which enables people to
preview the impact of their actions and highlights changes results
in a higher reported transparency, an overall preference for this
design, and a greater selectivity in which items are liked.
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1 INTRODUCTION

Personalized experiences are a core component of many online
services, such as social media platforms, e-commerce websites, on-
demand video services, and music providers. Recommendations
and personalized news feeds have become an essential tool for
driving user engagement, supporting choice making, and increasing
feelings of trust [45]. Most of these personalized experiences are
driven by Machine Learning (ML) and leverage implicit or explicit
user feedback on individual items – such as viewing, liking, or
saving items – in order to prioritize and recommend more relevant
content in the future.

One important challenge in building better personalization ex-
periences is the question of how to implement user control in these
systems, i.e., the ability for people to impact the recommendations
they receive in an intended way. This is not only important for
steering the algorithm away from unwanted recommendations, but
it is also critical when little is known about a user in the beginning,
or when long-term interests are insufficient for predicting pref-
erences in new or other short-term contexts, e.g., when a person
is trying to make a decision based on someone else’s preferences.
Moreover, user control is valuable because it has been shown to
increase overall satisfaction with the system [17, 21], improve peo-
ple’s trust in the system [16, 25], and has also been associated with
the intention to continue to use the system [32, 33].

Despite its importance, there has been relatively little research
into how to improve user control in a dynamic personalization loop
where people provide feedback on individual items. We seek to ex-
plore interfaces that will support people in answering the question:
“What impact will my actions have on my future recommendations?”.
Two factors of the interface design that directly affect this question
are (i) the timing or immediacy of the system response and (ii) the
visibility of the system response. Immediacy – the decision when to
present a response – is essential for understanding what the effects
are because it provides the temporal link to tie actions with reac-
tions. Similarly, the visibility of the response, i.e., how the system
presents changes in the updated content is important because it is
tied to the question of what changed in the recommendations. In
the following, we consider a large spectrum of possible points in
time to update for immediacy: showing a preview before a person
chooses to follow through with an action (Preview), immediately
after an action (Instantaneous), delayed after some number of
actions (Delayed), and never (Never; i.e., showing a static set). We
also vary visibility of the response by highlighting (Diff) or not
highlighting (Refresh) what has changed.

In this paper, we present the results of both a in-lab and an
online task-based study with an experimental news system offer-
ing personalized recommendations (Figure 1). Given its common
adoption in current real-world recommender systems, we focus on
“likes” as the primary feedback action by which users can update
the recommendation panel. For this news recommender with per-
sonalized recommendations, people were given a fixed time-frame
in which they had to compile a reading list of news articles they
intended to read later (e.g. quickly choosing articles to download
before boarding a plane and losing connectivity). For example, in
Figure 1, on the right we see the user is hovering over “like” for
the last article on salmon canapés. On the left, we see a preview of

how recommendations will be updated if the user does click “like”.
If they click, the new recommendations highlighted in yellow will
be added to the personalized recommendations for the user and
those that are grayed out and in strikethrough font will be removed
from the recommendations. This illustrates our Preview-Diff con-
dition which previews the impact a "like" action will have on the
recommendations with differences highlighted.

Our qualitative and quantitative study indicate the Preview
condition is both preferred and increases selectivity in implicit
behavioral metrics whichmay lead tomore accurate personalization
overall. Similarly, we find that the Diff condition is preferred and
plays an important role in modulating attention to updates.

2 RELATEDWORK

Our work intersects and connects work from various areas within
interactive recommender systems and Machine Learning. We first
provide a brief overview of work on interactive recommender sys-
tems, before turning to the two specific aspects of user control in
recommender systems we study in this paper – the immediacy and
visibility of system updates.

2.1 Interactive recommender systems

With a rich literature in this area, we focus on the most relevant
systems and concepts in this section, but refer to current sur-
veys [15, 18] for a more extensive review. Interactive recommender
systems can roughly be grouped by whether or not they allow users
to influence the underlying recommender model only temporarily
or permanently. Examples for temporary operations are search,
filters [36], or other slicing or zooming operations [47]. Methods
in the second group that make permanent changes to the under-
lying recommender model typically employ a rich set of possible
interaction patterns. On the richer end of the interaction spectrum
are recommender systems where people give feedback via manual
controls such as filters or sliders to specify the relative importance
of certain attributes [5, 17, 41]. For example, in a system called
TasteWeights [5], attributes are aggregated into concepts, and users
can adjust weights on attributes (e.g., artist) as well as concepts
(e.g., genre). A more indirect approach is to visualize importance
as closeness to attributes, and let users specify weights implicitly
via the 2-D position of attributes in a preference space [3, 30]. For
example, the scientific article recommender by Bakolov et al. [3]
places attributes on concentric circles colored by importance and
provides users with editing capabilities, such as adding or remov-
ing them, or specifying semantic relationships between attributes.
The core limitation of all attribute-based control methods is that
they require that items and preferences can easily be described in
terms of interpretable attributes (e.g., price, genre), which is hard
for more complex items (e.g., images, natural language). Moreover,
attribute-based feedback can be challenging to incorporate into ex-
isting ML-based algorithms since most supervised methods expect
input in the form of item-label pairs, which is why many of the
systems above rely on hand-crafted scoring functions.

Rather than focus on attribute-based control mechanisms (e.g.
facets, topics, etc.) that are not highly utilized components of cur-
rent recommender systems, we focus on “likes” as an instance of the
larger class of item-based control methods. Item-based feedback has



a long history in personalization and recommender systems [35].
The main design factor in item-based control is the question of
granularity (e.g., binary or ordinal). Previous studies have shown
that people typically prefer coarser rating scales because they are
less effortful [42] and many large online platforms and content
providers such as Facebook, YouTube or Netflix elicit mainly binary
feedback. Moreover, having higher granularity than binary ratings
does not necessarily produce more accurate recommendations [7].
For these reasons, we focus on binary feedback actions in this paper.

Regarding user experience, studies show that having user con-
trol in recommender systems makes people more satisfied with
the suggestions that the system produces [17, 21]. Also, studies
typically found increased engagement when controls were present
as measured by the time people interacted with the personalized
system [19, 31]. Interestingly, even the mere presence of feedback
controls in a personalized system can already make people more
satisfied with the content it presents [45], independent of whether
the controls have an effect or not. Moreover, when people engage
with feedback controls it has been shown to make them more likely
to follow the system’s recommendations [41]. Despite the preva-
lence of item-based feedback controls online, there are few studies
that look at how people engage with such controls to customize
the personalization. In one example, Eslami et al. [11] study how
people reason about their feedback actions in Facebook’s news feed
and find that they engage in complex sense-making and feedback
strategies.

2.2 Immediacy of system updates

The immediacy of updates to personalized experiences, i.e., the
question of when to present users an update (a new prediction
and/or model based on incorporating the feedback) after they per-
form a feedback action, has not received a lot of prior attention. We
consider four settings in this paper – previewing, immediate, de-
layed and no updates. Traditionally, many real-world recommender
services only update their personalized predictions with a signifi-
cant delay [1]. This delay is often due to considerations arising from
the ML-based algorithm, since many ML-based techniques perform
what is known as batch learning, where the model is only inferred
once from the data and then deployed. There are, however, systems
that make real-time updates to their recommendations, such as the
work by Wu et al. [50] or bandit-style algorithms [23]. In a smaller
crowd-sourced study, Schaffer et al. [37] compare immediate and
no updates for a movie recommender system. They find that in the
immediate condition, people are more likely to provide additional
ratings to the recommender system. However, they were explicitly
asked to provide feedback to the recommender – a major difference
to the task-based setting in our study where feedback was volun-
tary. Previewing is often used in the context of direct manipulation
interfaces, such as bolding or applying a filter [43]. Related to the
question of when to update the UI is the issue of response times
(e.g., [28, 39]). Typically, people prefer shorter response times when
interacting with an interface, and longer response times often lead
to less engagement with it [14]. However, it is unclear to what
extent this would translate to personalized experiences [40].

2.3 Visibility of system updates

As many personalized experiences update recommendations only
on page refreshes or between sessions, the question of how to
surface changes has not received much attention. One of the few
interfaces that makes updates visible is CueFlik [12], an interface
for image search, that surfaces updates after a feedback action via a
reshuffling animation. Related to this is MrTaggy [19], an interface
for exploratory search using votes on social tags as feedback actions.
There, changes are both shown through a reshuffling animation as
well as color-coded bars that indicate whether a search result was
new. Another example is the interface of Elucidebug [22] for e-mail
classification, where updates to the model were surfaced as up or
down arrows.The system of Qvarfordt et al. [34] uses bar charts
to show percentages of new and changed ranking results during
document retrieval. Perhaps closest to the highlighting mechanism
we employ is the system for Tweet recommendation by Waldner
and Vassileva [48]. In it, the system highlights recommended items
in bright yellow. However, this is done statically and not to indicate
any updates to the recommendations.

In contrast to previous work, we study control and visibility
in the context of common feedback actions (“likes”) and focus on
reflecting the system’s response to the user’s actions solely in when

recommendations are updated and how they are displayed. Thus
unlike the majority of the related work, we study how to introduce
more control and transparency directly into common recommen-
dation experiences rather than argue for complex UX redesigns
of those experiences. Additionally we present the first study that
investigates how people’s behavior changes when they can preview

the impact their next action would have on the recommendations
they are receiving.

3 RESEARCH QUESTIONS

We explore two important factors of user control in interactive
recommender systems pertaining to the way the system allows
people to observe consequences of their actions, (1) the immediacy
of a system’s response via new recommendations that incorporate
user feedback actions, i.e., when a system’s response occurs; and
(2) the visibility of the system’s response to user feedback actions,
i.e., how changes are surfaced to people. We examine four decreas-
ing levels of immediacy, subsuming common updating schemes of
ML-based recommender models as well as typical usability-based
paradigms [26]: Preview, Instantaneous, Delayed, and Never.
Preview enables people to see the impact of their feedback action
before their action is carried out (which may change a person’s
decision to act). Instantaneous is when the system responds im-
mediately after a feedback action has been performed. Delayed
is when the system only updates after several actions. The Never
setting simply means that the personalized content is held constant
throughout a session. The latter three are most common in real-
world recommender systems. For example, Amazon offers both
instantaneous recommendations when clicking on an item as well
as session-based recommendations that are updated after a few
items have been browsed. Never is typical in streaming providers
that would update recommendations independent of user visits,
e.g., once a day.



We also study two levels of visibility: one in which changes to
the recommendations are explicitly displayed and highlighted, and
one in which changes are not explicitly highlighted (but could be
inferred by the user if they recall the previous set of recommen-
dations). We ask three research questions covering the different
aspects of user experience and system success. Our first one is
regarding overall preferences
RQ1 What settings of immediacy and visibility do people prefer

overall?
Closely related to this is the question of how this affects user-

centric outcomes, such as feelings of control, transparency and user
satisfaction with the personalized system.
RQ2 How does the immediacy and visibility of a personalized

system’s responsiveness to user feedback actions affect
(a) feelings of control?
(b) perceived transparency?
(c) user satisfaction?

Regarding immediacy, our hypothesis is that people would per-
form best when immediacy is greatest. This is based on classic
research on response time that demonstrates that longer response
times negatively impact user satisfaction and productivity [39]. We
also expect that this will carry over and positively impact feelings
of control, perceived transparency, and user satisfaction. For visi-
bility, we expect better visibility to also help people evaluate more
quickly whether their action had the desired consequences. The
importance of this evaluation step is highlighted in multiple inter-
action frameworks, such as Schön’s reflection-in-action [38] and
Norman’s Seven stages of action [29]. Given this importance, we
expect that higher visibility of what has changed to be preferred by
people, with the potential to also improve perceived transparency
and overall satisfaction.

Our last research question revolves around how much the dif-
ferent factors influence implicit user behavior. Tracking common
metrics of user engagement, the quantities allow us to assess differ-
ent facets of the overall experience. We therefore ask:
RQ3 How does the immediacy and visibility of a personalized

system’s responsiveness to user feedback actions affect
(a) engagement with the feedback controls?
(b) hovering vs. clicking on the feedback controls?
(c) engagement with the recommendations?
(d) overall engagement with the content?

These questionswill be studied in tandemwith the other research
questions using the experimental news system described in the next
section. To gain a more complete perspective, we conduct both a
qualitative in-lab study as well as a quantitative online study whose
results will be presented in Section 7. The qualitative in-lab study
will allow us to interpret interaction signals from the quantitative
study results in the right manner while the quantitative online
study allows us to add statistical support to themes discovered in
the in-lab study.

4 SYSTEM DESIGN

We conducted our studies with an experimental news system that
allowed people to give feedback on items by liking them, similar
to the functionality available in most popular news feeds. This

(a) refresh (b) diff

Figure 2: In theRefresh setting (a), differences were not vis-

ible, whereas in the Diff setting (b), new articles were high-

lighted and articles that would be removed were grayed out.

news system was the same in both the in-lab study as well as the
crowd-sourced study. The design of the news system was driven by
two factors: (i) Ecological validity: the feedback actions available
should be typical of those available in personalized services and the
interaction flow should resemble prior experiences. (ii) Consistency:
the interface should support all immediacy and visibility conditions
without larger changes. For the design, we iterated repeatedly on
prototypes with feedback from all authors as well as pilot users
until all the desiderata above were met.

The basic design of the news system can be seen in Figure 1.
The main panel supported basic browsing functionality such as
paging, scrolling as well as clicking on articles to see the full article
text and was the same across all conditions. People could also add
articles to their reading list via the “Read later” button, and see
and modify what was on their reading list. What was also common
to all conditions was the descending countdown timer and the
reading-list button on the top left. Only what was shown in the
“Recommended for you” panel on the left was varied between the
different conditions, and was visible all the time.

The system was populated with articles from Lifehacker1, a
news blog featuring articles about life hacks and productivity tips.
In total, we had 684 articles crawled from the period between April
30, 2018 and July 16, 2018. We chose this content as it offered a large
variety of possibly interesting topics to people, did not require prior
expertise, and was almost exclusively evergreen content ensuring
that articles wouldn’t become obsolete in any subsequent study.

4.1 Implementation of settings

We mapped the different settings of visibility of an update, i.e., the
system updating what was shown in the “Recommended for you”
panel, in the following way:

1http://lifehacker.com



Refresh. In this setting, the list of recommendations simply re-

freshes entirely on an update. As Figure 2(a) shows, this also
means that it is entirely up to the user to determine what
has changed.

Diff. This setting makes the differences to the previous list of rec-
ommendations visible. New items are highlighted in yellow,
and items that will be removed are grayed and crossed out.
Unless the differences were displayed as part of a preview,
they were slowly faded out after five seconds in order to
make it clear that the changes were permanent. This setting
is also shown in Figure 2(b).

The different immediacy settings determined when an update to
the “Recommended for you panel” would happen.
Preview. Whenever people would mouse over the like button

next to an article, a preview of how the recommendations
would update after clicking like was displayed in the “Rec-
ommended for you” panel (cf. Figure 1). When ending the
mousing over without a like click, the recommendation panel
changed back to its prior state.

Instantaneous. Here, the recommendation panel was updated
immediately after a click on the like button.

Delayed. The “Recommended for you panel” update was delayed
until three new articles had received likes since the last
update.

Never. Replicating the common experience in which recommen-
dations are only updated after a session has been completed,
the “Recommended for you” panel always showed the same
four articles, and did not react to any feedback action. We
picked the four most popular articles of the set, measured
by the number of comments they received on Lifehacker as
page views were not available.

Crossing immediacy and visibility yields a total of seven com-
bined settings that we consider in this paper. Table 1 shows a sum-
mary of each of the settings. Note that in the Never setting of
immediacy, visibility cannot be varied because no updates are made
to the list of recommendations.

4.2 Personalization algorithm

The algorithm we used is a typical instance of content-based recom-
mendation, namely nearest-neighbor in a learned embedding space,
an approach whose robust performance has been validated empiri-
cally many times (e.g., [24, 46]). The algorithm was implemented
in JavaScript and ran directly in the users’ browsers, resulting in
instantaneous updates. More specifically, the personalized recom-
mendations were aggregated from the items that people liked via
nearest-neighbor search in the embedding space which was created
as follows. We extracted each article’s full text, and mapped it to a
50-dimensional vector embedding via Latent Semantic Indexing [9].
Using an article’s vector, we then retrieved the most similar articles
to it in the embedding space as measured by cosine similarity. This
was done for all articles that had been liked in a session. The final
list of recommended articles was then compiled by filling up the
four available slots in the recommendation panel in a round-robin
fashion. Note that although collaborative filtering techniques are
a popular choice for many industrial applications, they were not
applicable to our scenario since we (i) did not have any interaction

signals of other users with the news items and (ii) saw each user
for the first (and last) time in our study. In our qualitative study,
lab participants reported the personalization algorithm produced
adequate and useful recommendations.

4.3 User Task

The main task for participants was to imagine they were at an air-
port and had five minutes to compile a reading list with interesting
articles for their flight where they would have no internet. This
was done in order to motivate the necessity of compiling such a
list, rather than reading articles right away. The main prompt read:
“You have 5 minutes to find enough interesting articles for your flight

and add them to your reading list.”

While an unconstrained time scenario in recommender systems
usage may appear most natural, we attempt to strike a balance
between natural and the need to hold as many things as possible
constant to avoid having additional confounds. We chose to control
for time for several reasons. First, for our online crowd study, it is
recommended to set up a tasks in a way in online work markets
that completion in good faith is as effortful as unfaithful comple-
tion [20]. Furthermore, there are many common tasks that are also
time-constrained in nature, for example picking a movie to watch
right now, booking flights whose availability is likely to change, or
compiling a playlist with songs for offline usage.

After reading the task instructions, people were shown a brief
2 minute video that explained the basic functionality of the news
system they were going to interact with next. Each video was
adapted to only explain the functionality that was available in the
current condition. The liking functionality was briefly explained,
but received no further treatment in order to minimize priming
effects. The participants then were taken to the page with the news
system (cf. Figure 1) and were shown a brief message once the five
minutes were up.

5 QUALITATIVE STUDY

We now turn to the details of the qualitative in-lab study. The goals
of this qualitative study were to obtain rich feedback about user
preferences and attitudes towards using the various interfaces as
well as to understand how to interpret behavioral signals that we
obtained in our large scale online study in the next section.

5.1 Participants

We recruited 11 participants via email lists containing employees
of a large technology company. Participants were from various
backgrounds spanning designers, engineers and administrators
with a mean age of 42.8 years (SD = 10.2). Seven participants
identified as female and four as male. Participants received a $25
Amazon gift card as compensation for the hour-long study.

5.2 Procedure

Before arriving at the lab, participants were asked to sign a consent
form. Upon arriving, they completed a brief demographic survey
and were then presented with the task instructions as outlined
in Section 4.3. In addition, we asked them to think aloud as they
were completing the task and as is common in usability testing.
This helps capture the cognitive processes in parallel with the



Immediacy Visibility Description

Preview Refresh Before the like is pressed, preview the new list (but no diff).
Diff Before the like is pressed, preview the differences in what will change.

Instantaneous Refresh Right after the like is pressed, show the new list (but no diff).
Diff Right after the like is pressed, update the list and show what the differences are.

Delayed Refresh Every three likes, update and show the list (but no diff).
Diff Every three likes, update the list and show what the differences are.

Never n/a Never update the list

Table 1: All feasible combined settings of immediacy and visibility.

observed actions. For the study, we used a within-subject mixed
factorial design with two blocks. Conditions within each block were
randomized to mitigate learning effects. The first block consisted of
three conditions where visibility was held constant after choosing
it at random (Refresh or Diff). Within these three conditions, each
participant interacted with Preview, Instantaneous and Delayed
in random order. We excluded Never from this study because of its
obvious lack of interactivity. After this, we changed the visibility
of the last immediacy setting for the last condition and block. Each
condition was followed by a brief semi-structured interview asking
about their attitude towards the interface. Upon completing a block,
we asked for preferences among the conditions they interacted
with. In total, each participant repeated the user task four times
with a different interface and a different set of articles.

In general, participants found the setup clear and realistic. With-
out being prompted, two participants commented on the user task:
“This is usually what I do at the airport.” (P16) and “This scenario is

very real to me. I have done this before.” (P9).

6 QUANTITATIVE STUDY

In addition to our qualitative in-lab study, we conducted a crowd-
sourced online study that studied behavior more quantitatively and
with a larger set of participants. In this between-subjects study, each
participant was randomly assigned one out of seven conditions.

6.1 Participants

We recruited 604 participants from Amazon Mechanical Turk. Par-
ticipants had to be from a US-based location and had to have a
previous task approval rate of 95%. Furthermore, we required that
participants were using a recent browser that would render the
interface correctly. The required content was cached locally in or-
der to minimize the impact of varying internet speeds. We paid
participants $1.60 for completing the experiment that lasted about
10 minutes on average, resulting in an approximate rate of $8 per
hour. Participants had a mean age of 35 years (SD = 10, min = 19,
max = 69), with 62% indicating male, 37% female, and 1% choosing
not to answer.

6.2 Procedure

Each participant was randomly assigned one of the seven conditions
of Table 1 at the start of the experiment. We instrumented the news
system with common trackers of user engagement. We logged
all mouse clicks and hovers on recommended items as well as all

interactions with the like buttons and additions to the reading list.
In the post-task survey, we asked for demographic information (age
and gender) and usage of news sites. We also included an attention
check question (“Please select the option ‘Strongly Agree’ ” ), common
in Mechanical Turk questionnaires, to detect people that were only
skimming through the questions.

7 ANALYSIS AND RESULTS

Here we discuss our key findings supported by qualitative and
quantitative evidence from our lab and online studies.

7.1 Analysis

7.1.1 Qualitative study. Two authors analyzed participant com-
ments from our think-aloud lab study by iteratively grouping com-
ments to identify themes based on our research questions. The
grouping process was repeated until consensus was reached. All
themes and comments we present in this section are therefore rep-
resentative of preferences and perceptions of multiple participants.

7.1.2 Quantitative study. In total, we had 601 participants com-
plete the study, corresponding to about 85 participants for each
of the seven conditions. From the 601 responses, we filtered out
all responses where participants failed the attention check (six re-
sponses), as well as participants that showed manipulative behavior
in the form of rapid clicking (34 responses). The latter was defined
as having three or more consecutive actions of the same type (lik-
ing or readlisting) in less than 2.5 seconds. After the filtering step,
we had 567 valid responses. We used ANOVA tests on continued-
valued measures, and Kruskal–Wallis tests on responses that had an
ordinal scale. We used Tukey’s test for post-hoc analysis at p = 0.05.

7.2 Key Findings

Previewwas strongly preferred for decreasing decision anx-

iety and increasing a sense of control over the system’s be-

havior. Overall, participants in our lab study expressed a strong
preference for the Preview condition in terms of the immediacy
dimension (8 out of 11 participants). Several themes emerged as
impacting participant preferences as evidenced by multiple partic-
ipants commenting on similar attributes. First, the Preview con-
dition, which allows users to preview the consequences of their
actions before committing to any action, appeared to greatly reduce
decision anxiety among our participants. Decision anxiety relates
to concerns about actions (likes in this case) permanently steering
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a system’s recommendations in the wrong direction with no means
for recourse. For example:

• “Mentally, I don’t have to make a decision. I hover over it and

there is no commitment.” (P16)
• “I didn’t have to think too much – Is it gonna mess up my

recommendations?” (P33)
• “With the [Preview] interface, I didn’t necessarily have to

commit to a click which felt nice.” (P7) This participant went
on to say that their decision anxiety around clicking extended
to the recommender systems they used in everyday life (e.g.,
“I am reluctant to share my preferences. I do not want to ‘freeze’

in my preferences. If I find a hip hop song and I click like, it

might assume I am a hip hop fan.”

Observations from our think-aloud lab study showed that this de-
creased decision anxiety oftenmanifested as participants leveraging
the preview through hover functionality to “peek” at recommenda-
tions and only committing via clicking when the recommendations
were deemed to be of interest:

• “I kinda get a quick peek if it is producing recommendations

that are relevant.” (P35)
• “I hovered over like to bring up possibly related articles. When

they weren’t interesting, I didn’t click like.” (P31)
• “It was kind of interesting to see in a non-committed way what

would happen . . . I could kind of see – do I want to give that

kind of signal or not?” (P15)
This peeking behavior with the Preview condition was also evi-

dent in our online study where we found differences in participant
selectivity in liking items across conditions. Figure 3 displays the
probability that a hover event of one second or longer over a like
button is followed by a click on that button. In general, most long
hovers are indeed followed by a click as the probability is greater
than 0.6. However, the likelihood of clicking like after hovering
differs significantly across conditions (an ANOVA shows p < 10−8).
Post-hoc pairwise comparisons reveal that in the Preview condi-
tions, participants are significantly less likely to follow through
with a click than in the Delayed or Instantaneous conditions. In
other words, participants demonstrated greater selectivity in which
items they like in the Preview conditions.

Moreover, when participants did in fact commit to liking an item
in the Preview condition, they were more likely to engage with the
updated recommendations (e.g., clicking on or read-listing an item)
than after updates in other conditions (see Figure 4). This increased
engagement with the recommendations along with the peeking
behavior we observed suggests that the Preview condition allowed
participants to in effect “see into the future” and proceed only if they
deemed an action as bringing value to their task. Participants in our
lab study commented on this increased sense of control resulting
from a better understanding of the effects of their actions (aligning
closely with the established usability principle of keeping people
informed through timely and appropriate feedback necessary to
make appropriate future decisions [27]):

• “[I] really like visibility into the effect of my actions.” (P31)
• “I felt more informed what I was doing . . . Its nice to see how

my feedback is being interpreted.” (P33)
The Preview condition was, however, not universally preferred.

Of the three participants who preferred other conditions in our lab
study (two preferred immediate while one preferred delayed), the
main reasons they gave related to the cognitive costs of frequent
updates, for example through being distracted or state keeping:

• “It took a bit too much focus. . . ” (P15)
• “[. . . ] it was a little bit distracting.” (P35)
• “I don’t want to see every change in my recommended items. . . I

don’t have that much time or capacity to keep everything in

memory.” (P2)

Delayedwas least preferred and confounded traditional be-

havioral indicators of engagement. Although the Delayed con-
dition is comparable to many real-world recommender systems
where explicit user preferences are often not tied to immediate
feedback or recommendation updates, the Delayed condition was
least preferred by our lab study participants with 9 out of 11 choos-
ing it as their least favorite condition (note that we only tested
Preview, Instantaneous, and Delayed in our lab study, whereas
our online study also included the Never condition for reference).
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Participant comments revealed this was often due to frustration at
the lack of responsiveness and confusion about what was happen-
ing, particularly in comparison with the other conditions.

• “A mile of frustration of nothing happening . . . My brain ex-

pected change. Not only would it take a few interactions, I

never knew how many interactions.” (P9)
• “Less clear to me when I should click like on something . . . I

didn’t get any immediate feedback.” (P33)
• When interacting with the Delayed condition for a partici-
pant whose random assignment gave the preview condition
first: “Now I really want the hover feature!” (P40)

Surprisingly, this frustration at the lack of responsiveness often
manifested as participants engagingmorewith the like button in the
Delayed condition. We found a significant effect of immediacy on
user engagement as measured by the number times people clicked
the like button in our online study (p < 10−16). As the solid bars in
Figure 5 show, when engagement is measured only by likes, people
appeared to be more engaged when updates to recommendations
are delayed. A post-hoc analysis confirmed this – the two conditions
with delayed updates had significantly more like actions than all
others. Compared to the Instantaneous or Never conditions with
around 4.8 like actions on average, there was 55% or 98% increase
in the number of actions in Delayed conditions (with means 7.5
and 8.5). There were no significant differences between any of the
Preview, Instantaneous or Never conditions with respect to the
number of like actions.

Although engagement through actions such as liking is often
considered an indication of user endorsement of recommender
systems [13], participant comments from our lab study suggested
the opposite:

• “I was doing it because I was trying to get my recommendations

to change.” (P7)
• “I felt like more obligated to click . . . It needed more clicks to

do something.” (P35)
• “I am probably engaging more because it is the only way to

get the suggested stories up.” (P40)

On deeper examination, we find evidence that focusing solely
on likes as user engagement can paint a misleading picture. We
found taking likes (explicit feedback), hovers over the like button
(an indication of consideration) and readlisting actions (a type of
conversion in this task) to be a more robust indication of overall
engagement (see Figure 5). The overall quantity of these actions
matters because those actions would be typically taken as labeled
examples in training the recommender system and is directly linked
to predictive performance of the recommender system [4]. As the
cross-hatched bars show, the overall engagement is comparable
across all conditions. Connecting this with the increased engage-
ment with the like button implies that the extra likes in the delayed
condition did not lead to an overall increase in available information
about a user’s preferences as the information was likely captured
by a readlist or view action as well. In fact, as can be seen from the
lab participants’ comments above, the likes were not necessarily an
indicator of interest but rather a way to get the recommendations to
change. Some participants in our lab study even commented about
not seeing value in engaging with the like button in the Delayed
condition:

• “Too much work, getting too little out of it.” (P8)
• “When there is no action right away, it feels like not worth

doing sometimes.” (P9)

Visible changes in theDiff conditionwere strongly preferred

for a perceived increase in responsiveness and transparency,

but destructive changes should be avoided. In comparing the
two visibility conditions, 9 out of 11 of our lab study participants
reported preferring the Diff condition which explicitly and visibly
highlighted changes to the recommendations. This is compared to
the Refresh condition which simply refreshed the recommenda-
tions after an update. The main justifications participants gave for
this preference was that the Diff condition made clear that some-
thing was happening as a result of their actions (i.e., it increased
the perceived responsiveness of the system) and, moreover, made
clear what was happening:

• “This made it really clear what was new and what was not.”

(P8)
• “I could see action happening . . . It felt like something was

getting done. The systemwas givingme feedback formy actions

that I was taking . . . At a high level, the system was reacting

to me better” (P9)
• “I want the algorithm to signal the action that it has taken –

so that there is almost more of a conversation between me and

it” (P31)
In contrast, participants commented that they were unsure if and

how the system was updating in the Refresh condition or getting
better over time:

• “[In the Refresh condition], I wasn’t sure whether anything

refreshed or changed.” (P33)
• “When they change I want to see the highlight . . . [with the

Refresh condition] I felt like things were moving around but I

couldn’t keep track.” (P2)
• “[In the Refresh condition], I was trying to trigger a change,

but it was hard to tell whether it was changing.” (P7)



Preferences for the Diff condition were less discernible from
participant behaviors alone in either the lab or the online studies.
Analysis of behaviors in our online study showed a slight increase in
engagementwith recommendations in theDiff condition compared
to the Refresh condition (see Figure 4), suggesting it drew more
attention from participants, but this increase was subtle with no
significant differences observed.

While most participants preferred the Diff condition in our lab
study, several distinguished between the constructive and destruc-
tive changes (highlighting newly added items in yellow or greying
out items that will be removed, respectively) with most stating that
they would prefer only constructive changes:

• “I am immediately looking at what gets greyed out. . . would

prefer if the greyed out items stayed.” (P40)
• “But the way that it was presented was a bit to harsh and it

was difficult to read the greyed out ones.” (P16)
• “With the greyed out ones, I was wasting time on reading what

was going away . . . It made me panic a bit.” (P40)

8 DISCUSSION

We will discuss the broader findings of our study as well as their
implications for improving current recommender systems. As the
qualitative study revealed, there was a clear preference for Preview
in terms of when a system should respond to a user action, and
Diff regarding the way it presents changes to users. Preview
was preferred over the more traditional UX in most recommender
systems where people cannot anticipate the impact of their actions
on the recommendation system – for example Instantaneous
and Delayed. Preview was mentioned to improve the sense of
control of the system’s behavior and reduce decision anxiety. In
addition to improved user experience, offering Preview to people
increased selectivity in the like actions, creating an opportunity to
use more fine-grained feedback for the ML. For example, it might
be beneficial to distinguish between items where the like button
was clicked and items where the like button was only hovered over.
Moreover, given the occurrence of peeking behavior, one could use
previewed but not persisted items as negative training instances.
Implementing Preview in real systems might be computationally
more challenging compared to the other conditions, but is more
than feasible given current client-side computing power [50].

Our qualitative study also showed that people strongly pre-
ferred to have visibly highlighted changes, improving perceived
responsiveness and transparency. This emphasizes the importance
of supporting people in evaluating outcomes during decision mak-
ing [27, 38]. Our quantitative study showed subtle effects of high-
lighting in Diff on attention – there was a small but not statis-
tically significant increase in the probability to engage with new
recommendations via hover or clicks when compared to Preview
Refresh. Preview Diff did have a statistically significant increase
when compared to any of the Refresh interfaces – which represent
the baselines in almost all applications. Given that implicit behavior
signals are often an approximation of gaze and attention, it would
be interesting to repeat the study with eye-tracking devices for a
more in-depth study of attention. Even though the overall feedback
around Diff was positive, some types of highlighted changes can
be distracting, and in particular, destructive changes were reported
to be disconcerting. We may be able to improve even further by

only highlighting additions to the recommendations and support-
ing an infinite scroll where deprioritized recommendations based
on feedback actions gracefully disappear below the fold.

Our studies also showed that number of likes as the sole measure
of engagement is a noisy signal and requires careful interpretation
as it may indicate the opposite of what is intended. For example,
even though engagement with the like button increased signifi-
cantly in the Delayed conditions, this was not indicative of overall
user preference. A perspective of engagement that considers hovers
on likes and readlisting in addition to likes was more robust across
conditions. In conditions where changes could not be previewed,
users clicked “like” both to elicit a change from the system and to
express preference. TheNever condition gives an evenmore drastic
example – people still interacted with the like button, even though
it never reacted to any of the actions. In contrast, in Preview users
clicked “like” more frequently because they felt expressing their
preferences changed the recommendations in a way they wanted.
This provides a stronger link from user feedback to recommenda-
tion behavior, and users in this condition demonstrated satisfaction
by engaging with recommendation much more frequently after an
update in the Preview condition. In summary, we found that the
motivations people have for liking things depends in part on how
the system and UX responds. Failure to consider this can confound
the interpretation of implicit behavior signals as evidence of what
people like. This highlights the importance of a multi-perspective
approach to the evaluation of recommender systems.

9 LIMITATIONS AND FUTUREWORK

One limitation of the studies in this paper is that they were using a
desktop environment with a mouse. This enabled us to use hovering
as an interaction technique in the Preview condition. However, we
believe that similar interaction experiences can also be implemented
on touch-only devices, whether it is through the use of tapping,
force-touch or more sophisticated techniques [49].

The other limitations concern the length of the study – both
regarding the task as well as the overall study session due to con-
straints from the lab and crowd-sourced environments. Time con-
straints may impact satisfaction and strategies employed [8]. Thus,
in the future, it would be interesting to repeat this study in an
unconstrained, longitudinal setting in order to study long-term
outcomes such as repeated usage and trust.

Future work can expand on our findings in multiple ways. We
focused on immediacy and visibility as two key dimensions of
supporting user control in recommender systems, but there are
other important aspects, for example explanations [44].Moreover,
with the results stressing the importance of design guidelines for AI
systems around conveying consequences of user actions, it would be
interesting to also explore other design factors, such as incremental
and more frequent vs. larger and less frequent changes to the AI
model [2].

10 CONCLUSIONS

In this paper, we studied two factors that aim at helping people
understand how their feedback actions will impact their personal-
ized recommendations – the immediacy and visibility of the system



update. Our results show that regarding immediacy, having a pre-
viewing mechanism was favored by people over other more delayed
updates common in most recommender systems. Having the abil-
ity to preview updates, increased feelings of control and reduced
decision anxiety. Moreover, we found that previewing increased
selectivity in what people like, thereby providing the potential to
use a more fine-grained signal for training and evaluation. In terms
of visibility, the overall majority of participants preferred having
changes highlighted. This was mostly due to a perceived increase
in transparency and responsiveness.

We hope that this paper will help inform future research in
personalization and recommendation. In particular, in this paper we
studied only two facets of improving user control through a better
understanding of the consequences of their feedback in interactive
human-in-the-loop systems and hope that this will inspire more
research in this largely unexplored area [6, 10].

This work was funded in part by NSF awards IIS-1513692 and
IIS-1901168.
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